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Clinical trials for implantable neural prostheses: 
understanding the ethical and technical requirements
Marcello Ienca*, Giacomo Valle*, Stanisa Raspopovic*

Neuroprosthetics research has entered a stage in which animal models and proof-of-concept studies are translated 
into clinical applications, often combining implants with artificial intelligence techniques. This new phase raises the 
question of how clinical trials should be designed to scientifically and ethically address the unique features of neural 
prostheses. Neural prostheses are complex cyberbiological devices able to acquire and process data; hence, their 
assessment is not reducible to only third-party safety and efficacy evaluations as in pharmacological research. In 
addition, assessment of neural prostheses requires a causal understanding of their mechanisms, and scrutiny of their 
information security and legal liability standards. Some neural prostheses affect not only human behaviour, but also 
psychological faculties such as consciousness, cognition, and affective states. In this Viewpoint, we argue that the 
technological novelty of neural prostheses could generate challenges for technology assessment, clinical validation, 
and research ethics oversight. To this end, we identify a set of methodological and research ethics challenges specific 
to this medical technology innovation. We provide insights into relevant ethical guidelines and assess whether 
oversight mechanisms are well equipped to ensure adequate clinical and ethical use. Finally, we outline patient-
centred research ethics requirements for clinical trials involving implantable neural prostheses.

Introduction
In a recent clinical trial involving groundbreaking 
neuroprosthetic technology,1 a paralysed individual 
received a brain implant that allowed him to access the 
internet and communicate directly with external 
technologies and environment (digital communication) 
through the implant (eg, typing and wheelchair and 
cursor control, etc), eliminating the need for the slow 
method of using a mouth stick. This implant improved 
his life substantially, enabling him to switch between 
websites and audiobooks easily, and even engage in 
conversations while playing chess. However, about a 
month after implantation, he noticed a decline in cursor 
control precision and delays between his thoughts and 
computer actions. This might have resulted from the 
electrodes losing their connection, disrupting the 
connection quality between his brain and the computer. 
This issue was partially counteracted by re-setting and 
improving the decoding algorithms. This case highlights 
the potential challenges in advancing neural prostheses 
technology.

Implantable neural prostheses encompass a spectrum 
of implantable systems that establish a functional 
connection between the human nervous system—either 
peripheral or central—and robotic or other digital 
technology.2 Peripheral neural prostheses interact with 
the peripheral nervous system to control prosthetic 
limbs, diminish pain, or restore sensation by translating 
neural signals from residual muscles or nerves into 
electromechanical actions (nerve–machine interface).3–9 
Brain–machine interfaces connect with brain tissue 
directly, enabling the brain to interact bidirectionally 
with computers or other electronic devices.10–15 Some 
neural prostheses focus primarily on translating neural 
signals into digital commands (eg, for the control of 
prosthetic devices), and others enable stimulation 
capabilities. These neural prostheses include clinically 

established neurostimulation systems, such as implants 
for spinal neuromodulation,16 which have already been 
widely adopted for the treatment of chronic pain, and 
novel paradigms. Newer such stimulation devices to treat 
or restore sensorimotor functions include upper and 
lower limb neuroprostheses;3–9 spinal cord-stimulating 
systems for walking, grasping, or blood pressure 
restoration after stroke or spinal cord injury;17–20 or brain 
stimulation.21

Neural prostheses research is now entering a new 
phase in which animal models and proof-of-concept 
studies are increasingly being translated into clinical 
trials and, ultimately, into novel clinical applications, 
propelled by large international research collaborations 
and industrial interest. Clinical trials are ongoing to 
translate technological breakthroughs in human–
machine systems22 into the language of the nervous 
system and deliver electrical stimulation to the residual 
nerves,3–9 spinal cord,17–20 or brain10,12–15 of individuals with 
neurological disabilities (figure 1). Companies such as 
Neuralink24 and Blackrock Neurotech25 are developing 
multiwire brain implants, and various neural prostheses 
are being produced by Inbrain Neuroelectronics,26 
Synchron,27 Precision Neuroscience, Paradromincs, and 
CorTec Neuro. ONWARD Medical17 is testing spinal 
interfacing for spinal cord rehabilitation after injury, and 
Iota BioScience,28 Neuros Medical,29 Neuronoff,30 Galvani 
Bioelectronics31 are implanting peripheral nervous 
system electrode devices into the somatosensory and 
autonomic nervous system to gain certifications for pain 
treatment, among other companies.

Companies developing clinical neural prostheses need 
to validate their products and are expected to adhere to 
responsible innovation paradigms such as the Organisation 
for Economic Co-operation and Development 
Recommendation on Responsible Innovation in Neuro
technology.32 However, whether current clinical trial 
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models are suitable to provide corroboration of these 
neuroengineering efforts by a solid understanding of 
neural prostheses mechanisms, an adequate notion of 
safety, and a comprehensive evaluation of the technology’s 
effect on the subjective experience of patients is unclear. 
Although standard parameters, such as long-term 
functionality and stability, are crucial to ensure clinical 
validation of novel neural prostheses, more mechanistic 
underlying processes are poorly understood. Access to 
tissues after implantation is limited,33 giving few insights 
into how the tissue–electrode interface evolves over time in 
humans. Furthermore, although private sector research on 
implantable neural interfaces might meet formal ethical 
and regulatory standards, such as the Council for 
International Organizations of Medical Sciences 
guidelines for human research,34 whether these frame
works are well suited to address the complexity of neural 
prostheses is uncertain.

Most clinical and preclinical research on neural 
prostheses has focused on efficacy and safety, in analogy 
with assessment methods in pharmacological research.35,36 
However, neural prostheses differ from pharmaceuticals 

in many aspects. First, they are complex cyberbiological 
devices that integrate elements of computing technology 
with the biological functioning of the nervous system; 
hence, they are equipped with their own capacity to 
acquire and process data.37 Therefore, they are unsuitable 
for traditional safety and efficacy evaluations used in 
pharmacological research. Second, as neural prostheses 
often rely on machine learning algorithms for 
classification and feature extraction, their assessment 
requires a causal understanding of algorithmic 
mechanisms and scrutiny of their information security 
and liability standards.38 Third, most neural prostheses 
have a greater effect on human psychology than other 
implantable technologies such as cardiac pacemakers. By 
interfacing with the human nervous system, they thereby 
interface with all activities and functions, including 
psychological functions such as consciousness, cognition, 
and affective states. For instance, somatosensory 
peripheral nervous system stimulation boosts patients’ 
sensorimotor performance, at the same time influencing 
their conscious pain perception3 and cognitive processes 
such as body perception, cognitive load, and multisensory 
integration.8,39

In this Viewpoint, we argue that the technological 
novelty of neural prostheses—especially their unprece
dented capability to acquire and algorithmically process 
neural data and affect the subjective psychological 
experience of the patient—might generate novel 
challenges for technology assessment, ethical oversight, 
and clinical validation. Safety considerations relating to 
data, algorithms, and psychophenomenological variables 
are often not fully considered when evaluating therapeutic 
outcomes for clinical neural prostheses.

Neuroethical challenges: subjectivity, privacy, 
and non-maleficence
Implantation of neural prostheses in humans raises 
ethical challenges.40 Although some of these challenges 
(eg, risk of infection and bleeding) are common to any 
other implantable medical device, we have identified a 
cluster of ethical challenges that are either unique to, or 
greater for, clinical trials of neural prostheses, and that 
require careful consideration when planning and 
conducting such trials.

Effect on subjective experience
Implantable neural prostheses stimulate the nervous 
system and, therefore, influence psychological faculties 
such as consciousness, cognition, and affective states. As 
such, their assessment is not reducible only to third-
person observations, usability tests, and safety 
assessments but also requires phenomenological 
explorations from the first-person perspective of users 
(figure 2). Empirical neuroethics methods such as 
qualitative interviews and focus groups might be useful; 
nevertheless, research of this type is scarce. Substantive 
weaknesses persist with regard to the assessment of  

Figure 1: Overview of implantable neural prostheses
Different neurotechnologies for human nervous system interfacing. Various types of neural electrodes and surgical 
techniques are used in individuals with neurological disease to restore sensory motor functions. Illustrations for the 
intracortical implant and spinal cord interface were adapted from Donati and Valle.23
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first-person experiences of users of neural prostheses.41 
Most studies have focused on potential instead of actual 
users, involved only non-impaired individuals, used 
exclusively quantitative (not qualitative) metrics, or 
enrolled users of non-invasive interfaces to assess 
invasive ones. Only one (1·3%) of 73 studies42 involved a 
user of implantable neural prostheses and conducted 
semi-structured interviews over a 6-month period after 
implantation, but this study focused narrowly on task 
ease. Qualitative studies exploring user perspectives on 
implantable neural prostheses often report their methods 
inadequately and address a narrow set of usability 
questions as opposed to broader experiential aspects, 
leading the authors to the conclusion the subjective 
experience of brain–computer interface users has been 
rarely researched. Similarly, Tbalvandany and colleagues43 
have reported that few substantive studies have addressed 
the subjective dimension of neural prostheses.

For neural prostheses that bidirectionally communicate 
with bionics devices or computers, quantitative–qualitative 
metrics are needed to assess the degree of acceptance of 
neural prostheses holistically. As inspired by the context of 
limb neuroprostheses,22 we propose that a generic neural 
prosthesis device can be quantified using a series of 
four metrics. First, a sense of pleasantness or naturalness 
is needed. To achieve complete incorporation of the neural 
prosthesis, patients need to experience complete natural 
use of the artificial device, particularly when neural 
prostheses are adopted to restore a lost sense. Novel bio-
inspired algorithms23,44 and assessment tools to restore a 
natural sensory experience are being developed,13,45 
including for pain46 and thermal sensations.47 Second, 
validated and standardised questionnaires should be 
used. These questionnaires contain approximately 
10–20 questions in which patients are asked to rate how 
much they perceive the device as their own on a numerical 
scale.45,48–50 Control questions are provided to help to 
account for patients who might give higher ratings to 
please the experimenter. Third, multisensory integration 

is needed. Neural prostheses should allow the integration 
of information from different senses, similarly to healthy 
individuals. Psychophysical mathematical models help to 
investigate how the sensory feedback (natural or artificial) 
is being integrated by users.39,45,50 A similar measure has 
also been developed for interoception,51 which is connected 
to both somatic and autonomic  (vagus) nerve stimulation.52 
Other quantitative and qualitative descriptors of how the 
neural prosthesis is perceived and how it matches the 
resemblance of the patient’s body part are proposed.45,48–50,53 
Among these, peripersonal space54 measures the space 
surrounding humans that they can reach. Since the 
boundaries of peripersonal space can expand after 
extensive tool use, the same approach can be applied to 
neural prostheses and a user’s peripersonal space 
boundaries will be expanded. Fourth, cognitive load 
should be assessed. The amount of mental effort or 
cognitive load during neural prosthesis use correlates to 
the level of sensory–motor integration.39,44,50 Measuring 
brain activity (eg, with electroencephalogram) or mental 
performance (eg, spelling or counting accuracy) of the 
user while performing a main motor activity, or 
communicating with a computer, within dual-task 
paradigms,39,50 allows for the assessment of the mental 
resources required to use the device in everyday activities.

Incorporating subjective quantitative metrics into 
standard evaluations can improve patient experience, 
adherence, and satisfaction, thereby enhancing the 
success of novel neural prostheses in clinical and real-life 
settings (figure 2). This comprehensive approach could 
better predict the clinical adoption and usability of neural 
prostheses beyond the laboratory, ultimately benefiting 
patient care.

Privacy and data security
Neural prostheses rely on the acquisition and processing 
of both structural and functional neural data to treat 
neurological disorders. Therefore, conventional risk para
meters such as probability of infection or overstimulation 

Figure 2: Key dimensions for the assessment and validation of subjective experiences with neural prostheses
ADL=activities of daily living. 
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are insufficient to assess their safety. Data security 
standards should also be evaluated, as neural data are 
considered sensitive and require a higher threshold of 
protection than data from other sources such as data 
relating to metabolism (eg, metabolite concentrations) or 
movement (gait patterns).38 Several studies have identified 
privacy and security vulnerabilities in neural prostheses.55 
At least four types of vulnerabilities can be recognised; 
namely, unauthorised data extraction; unsecured data 
transmission; interface hijacking or sabotage; and privacy 
policies that are ambiguous or based on weak consent 
procedures. Research has shown the possibility of 
performing malicious side-channel attacks on users of 
neural prostheses, resulting in hijacking or sabotaging of 
legitimate components of the neural prostheses, such as 
stimulation parameters.55 Studies that have assessed the 
data management practices and privacy policies of 
consumer-grade, non-invasive neural prostheses have 
observed that they often transmit context-rich data without 
secure channels and state-of-the art privacy preserving 
technologies, often under weak or ambiguous privacy 
policies.37 The same risk applies to implantable neural 
prostheses. To mitigate privacy and security risks in neural 
prostheses, the introduction of a new test named the 
Mental Data Protection Impact Assessment has been 
proposed.56 The Mental Data Protection Impact 
Assessment is a framework for mitigating privacy and 
security risks in neural prostheses, requiring the 
assessment of necessity, proportionality, and risks to 
fundamental rights, alongside measures such as audits or 
algorithmic redesign to address risks by design.

Bias and explainability
Neural prostheses-based systems that use machine 
learning and other artificial intelligence (AI) 
components14,57 can incorporate biases.58–60 AI bias is an 
anomaly in the output of machine learning algorithms, 
mostly due to prejudiced assumptions made during 
algorithm development process or biases in the training 
data.61,62 Biases, such as latent bias from spurious 
correlations, data selection bias from unrepresentative 
datasets, and interaction bias from user interactions 
(particularly common in unsupervised learning), can 
affect the efficacy and ethics of neural prostheses. These 
biases can lead not only to suboptimal efficacy outcomes 
but also to ethical violations, such as discrimination. For 
example, if the stimulation models are trained on 
datasets that do not exhaustively represent all target 
patient subgroups, they are more likely to discriminate 
against those subgroups not adequately represented.63 To 
minimise bias in neural prosthesis algorithms, training 
data should inclusively represent the diverse 
demographics and characteristics of the target subgroups, 
including gender, ethnicity, race, geography, and clinical 
profiles. For instance, an algorithm for peripheral 
nervous system treatments, such as pain relief, should 
factor in gender-specific data such as experiential and 

sociocultural differences in pain experience between 
men and women, as well as hormonally and genetically 
driven sex differences in brain neurochemistry.64   
However, gathering large, diverse datasets is challenging 
in neural prostheses research, which is often limited to a 
small number of participants.

Although AI biases might self-correct over time 
through further testing on diverse datasets, bias miti
gation efforts, and iterative improvements by companies 
refining their technologies, their ethical implications 
ethical implications require immediate attention, 
especially during early testing and usage stages when 
user trust and device reputation are formed. Proactively 
addressing biases early can prevent long-lasting negative 
effects on user acceptance and perceived device reliability.

Integration of explainability and the human-in-the-loop 
model can address these limitations,65 as the acceptance 
of AI in the neural prostheses field is strongly hindered 
by the intrinsic black-box nature of AI models and the 
trade-off between performance and interpretability.66,67 
The human-in-the-loop model involves human oversight 
in AI stages such as training and monitoring, enabling 
dynamic user–AI interaction for continuous improvement 
and ethical alignment, including informed consent and 
user empowerment. Application of human-in-the-loop to 
neural prostheses can occur in design, development, 
calibration, customisation, training, learning, monitoring, 
and maintenance.

Explainable AI interprets AI models, providing user-
friendly explanations of decisions while analysing the 
algorithm’s reasoning and potential biases regarding 
input and outcomes. Explainable AI can mitigate unfair 
bias and identify possible prejudice and discrimination in 
AI predictions for neural prostheses.68,69 Explainable AI is 
not only technically beneficial but also enhances legal 
compliance since the EU General Data Protection 
Regulation grants individuals a right to obtain “meaningful 
explanations of the logic involved” in “automated 
(algorithmic) individual decision-making”.70

AI and agency
AI-driven neural prostheses,65 such as closed-loop and 
neuroadaptive systems, might influence the sense of 
agency of users as the algorithms used during 
classification and decoding could generate outputs that 
override their intentions and volition. This potential loss 
of agency could result in feelings of alienation, 
estrangement, or simple discomfort. Clinical trials should 
assess whether neural prostheses cause any drift in the 
user’s sense of agency and whether their outputs align 
with the user’s intentions. In addition, whenever AI 
algorithms are used, researchers have a moral obligation 
to use explainable AI methods to ensure transparency, 
explainability, and auditability. We suggest that any 
algorithm embedded in neural prostheses should be 
amenable to ex-ante and post-hoc inspection. This type of 
AI algorithm is not currently common since most 
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neuroadaptive interfaces rely on opaque neural networks.71 
Acquisition of robust data for emerging neural interfaces 
often requires a large user base, which might not yet exist; 
however, this should not hinder the pursuit of preliminary 
data and ethical assessment frameworks. Although large-
scale data are invaluable, high-quality, in-depth data from 
smaller cohorts can provide meaningful insights, 
especially regarding subjective experiences and biases in 
AI development. Early-phase trials and pilot studies with 
small numbers of participants are essential to identify and 
address issues that could scale into significant challenges. 
Qualitative data and case studies are crucial in early stages, 
offering detailed insights into user experience and device 
interaction. This approach helps to anticipate problems 
and develop solutions before widespread clinical adoption, 
informing the design and development process and 
avoiding major revisions or ethical missteps later.

Conflicts of interest and liability disclosures 
In 2022, a study found that high-cost spinal cord simulator 
devices were no better than placebo for treatment of a 
common type of chronic pain.72 This finding raises 
concerns about bias in neural prosthesis interface studies 
funded by device manufacturers or industry-backed 
surgeons,73 prompting calls for increased scrutiny from 
insurers and Medicare. This situation highlights the need 
for well defined control conditions in such studies. Ethical 
boundaries in industry-led neuroprosthesis research are 
often unclear, as many private companies do not publish 
research results or disclose ethical safeguards.

We propose that privately funded and company-led 
neuroprosthesis research should follow the same 
institutional review board approval and data transparency 
standards as publicly funded research. Beyond standard 
conflict of interest disclosures, neuroprosthesis 
manufacturers should provide clear statements of 
responsibility and liability for research malpractice or 
device malfunction. In private–public partnerships, 
researchers need to disclose the rights retained by private 
funders over the research data and specify accountability 
to the institutional review board and other oversight 
bodies.

Establishing a secure safety net for forced explants
An additional responsibility towards research participants 
pertains to the patients’ right to withdraw from the study. 
This right is widely recognised in research ethics, but 
how it can be protected in neural prostheses research is 
unclear. Explanting a device is more complicated and 
requires more time than discontinuing a drug trial.74 
Patients could also have the right to keep the neural 
prostheses at the end of the study, which might be 
difficult since, often, a specialised team is needed for 
device maintenance over time. The forced explantation of 
neural implants has recently surfaced as an ethical 
dilemma; specifically, whether, and under what 
circumstances, removal of an implanted neural device 

against the wishes of the patient could be justified. 
Situations necessitating such action include medical 
complications, device obsolescence, malfunctioning, or a 
manufacturer’s failure to provide ongoing support. 
Forced explantation raises numerous ethical consid
erations, including patient autonomy, informed consent, 
bodily integrity, and the potential psychological effect on 
the individual who has integrated the neural prosthesis 
into their personal identity or daily functioning. 
Discontinuation of the study could have profound neuro
psychological consequences, especially if the device 
proves to have a causal role in a patient’s sense of self. 
This situation occurred recently when bionic eye and 
brain implant companies became bankrupt, leaving users 
unsupported or even requiring forced explantation.75 To 
avoid this risk in the future, companies should establish a 
proactive, morally responsible plan before initiation of 
clinical trials.

This plan could include establishment of a trust fund, 
whereby companies set up a protected fund specifically 

Figure 3: A research ethics framework for clinical trials on implantable neural interfaces
AI=artificial intelligence.
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designated for covering the costs associated with the 
potential future explantation of devices. This fund should 
be insulated from the company’s operating funds to 
protect patients in the event of financial trouble. 
Insurance policies should also be considered, whereby 
the procurement of compulsory insurance helps to cover 
explantation costs, shifting financial risk from the 
company to the insurer. Partnership agreements with 
companies, institutions, or government bodies could be 
set up; these agreements would take over the 
responsibility of care in the event of bankruptcy and 
could include commitments to maintain the devices or 
provide for their safe removal and would require 
technical interoperability across different neural 
prosthesis systems. Ethical review and inclusion of a 
contingency plan for company insolvency, detailing 

protections for trial participants and harm-prevention 
measures, is also important. There should be assurance, 
before data collection, that participants are fully informed 
about the risks, including what would happen in the 
event of the company’s bankruptcy, and that they consent 
to these terms explicitly. Finally, long-term follow-up and 
support should be provided, with a commitment to 
sustained post-trial support, potentially through alliances 
with health-care providers, ensuring patient care 
throughout the lifespan of the neural prosthesis, 
irrespective of the company’s future.

The dilemma of sham stimulation
Neural prostheses involving neurostimulation capa
bilities raise ethical questions related to sham simulation 
and the restoration of pain sensation. Proper sham 
stimulation mimics both the method of active stimulation 
and its effects. The characteristics of an active stimulation 
method include stimulation sites, electrode montage, 
and sensory experiences. These common characteristics 
can give participants the illusion of receiving active 
stimulation; this could lead to placebo effects and induce 
cortical and behavioural changes. Overall, there are 
three main ways to implement sham: by not stimulating 
at all, by stimulating under the perceptual threshold, or 
by releasing small precepted stimuli, insufficient for 
treatment purposes.

We believe that sham stimulation studies based on 
implantable neural prostheses are ethically legitimate 
only if the study’s benefits (eg, direct health benefits for 
the patient) significantly outweigh the risks involved in 
the procedure. Implantation of invasive neural prostheses 
carries health risks such as infection, surgical 
complications, and bleeding,22,74 offering no therapeutic 
benefit in sham procedures. Thus, sham stimulation 
should only occur among users of non-invasive neural 
prostheses, or among users with pre-implanted invasive 
neural prostheses (eg, patients who had previously 
undergone implantation of a neural prosthesis for medical 
purposes). In either case, however, both the scientific 
benefit of the study and its effect on embodiment, 
functionality, and subjectivity need to be assessed. For 
example, if stimulation occurs under the threshold of 
perception, the autonomic nervous system (eg, changing 
vascularisation or sweating) could still be affected, which 
constitutes unacceptable risk.

Conclusions 
Clinical trials for emerging implantable neural 
prostheses, including industry-initiated and industry-
funded trials, should be welcomed as they hold promise 
to accelerate innovation and the delivery of clinically 
effective neurotechnological solutions for people in need. 
At the same time, this research could occur without clear 
guidance and in the context of unresolved ethical 
complexities. In general terms, neural prostheses require 
a more holistic understanding of the notion of risk 

Panel: Requirements for clinical trials of neural prostheses

Complementary quantitative–qualitative evaluations of the effect of the interface on 
the users’ psychological state and phenomenological variables
These evaluations should focus on embodiment, functionality, and subjective experience, 
considering user acceptance of the technology with patient-centred methods

Incorporation of data security and privacy impact assessment into the safety 
evaluation
Data breaches and vulnerability to malicious hacking should become part of routine 
safety evaluations, such as those evaluating biomedical side-effects, implementing state-
of-the-art, privacy-preserving technology and privacy impact assessments, including the 
Mental Privacy Impact Assessment

Inspection for artificial intelligence (AI)-based algorithmic bias
Fairness, transparency, and inclusivity should guide trial design and compilation of 
training datasets; biases can be mitigated by ensuring the best achievable representativity 
of the population and using explainable AI and auditing methods

Inspection of any drift in the user’s sense of agency and misalignments with the user’s 
intentions caused by AI-based autonomous or semi-autonomous decision making
This is particularly important for bidirectional neural prostheses that combine risk 
prediction and neurostimulation

Establishment of disclosure statements by manufacturers, with clear ascriptions of 
responsibility and liability in case of research malpractice or device malfunction
In case of private–public partnership, researchers should disclose who owns the research 
data, who is accountable to institutional review boards and other oversight bodies, and 
how they will meet their post-trial obligations to research participants

Establishment of a secure financial and operational safety net by the neural 
prostheses-producing companies before clinical trials begin
This safety net should include a dedicated trust fund, comprehensive insurance, 
partnership agreements for contingency, rigorous ethical review with explicit patient 
consent, adherence to stringent regulatory requirements, and long-term support 
commitments to safeguard against the ethical and practical issues of forced explantation 
due to company bankruptcy or other unforeseen events

Demonstration that the benefit of including sham stimulation for implantable 
neural prostheses outweighs the risks for research participants
Study designs based on no stimulation or sham induction of small precepted stimuli 
should be preferred over sham stimulation under the perceptual threshold
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compared with both pharmacological research and non-
neural medical implants. For neural prostheses, risk 
cannot be reduced to biomedical risk, but instead 
involves emerging risks such as phenomenological 
changes, algorithmic biases, and malicious hacking 
(figure 3). Furthermore, the current dynamic of industry-
led research on neural prostheses requires the 
clarification of conflict of interest, research ethics 
oversight, liability, and post-trial duties. Although 
end-user data during the nascent stages of these 
technologies are scarce, we believe that anticipating and 
addressing these ethical and functional issues proactively 
is both possible and essential. By doing so, the design, 
development, and iterative improvement of such devices 
can be better informed, potentially avoiding more 
significant revisions or ethical missteps after widespread 
adoption.

In addition to existing ethical guidelines and national 
regulations for patient research, we have proposed 
seven requirements for clinical trials of neural prostheses 
(panel). Introduction of these seven requirements into trial 
planning requires a multilevel approach to governance 
that considers technical standards, medical device and data 
regulation, national regulations on human research, and 
ethical guidelines for biomedical research involving 
human participants. For example, specific requirements 
for neural prostheses, addressing phenomenological 
effects, data security, algorithmic bias, and company 
discontinuity, could be incorporated into the ISO 14155 
Standard.76 In parallel, amendments to the EU Medical 
Device Regulation77 could incorporate specific clauses that 
require manufacturers to address non-conventional safety 
risks associated with implantable neural prostheses, such 
as off-target effects on subjective experience, algorithmic 
bias, vulnerability to hacking, and proactive obligations in 
case of forced explantation. Finally, non-mandatory 
governance (also called soft law) provides suitable grounds 
to implement the required normative interventions, such 
as by introducing recommendations on neural prostheses 
clinical trials in upcoming neurotechnology-focused 
guidelines such as the upcoming UNESCO 
Recommendation on Neurotechnology, or even by adding 
amendments to existing research ethics guidelines such as 

the Council for International Organizations of Medical 
Sciences guidelines.
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