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ARTIFICIAL INTELLIGENCE AND COVID-19

Using AI ethically to tackle covid-19
Taking a principled approach is crucial to the successful use of AI in pandemic management, say 
Stephen Cave and colleagues

In a crisis such as the covid-19 pan-
demic, governments and health ser-
vices must act quickly and decisively 
to stop the spread of the disease. 
Artificial intelligence (AI), which in 

this context largely means increasingly 
powerful data driven algorithms, can be an 
important part of that action—for example, 
by helping to track the progress of a virus or 
to prioritise scarce resources.1 To save lives 
it might be tempting to deploy these tech-
nologies at speed and scale. Deployment of 
AI can affect a wide range of fundamental 
values, however, such as autonomy, pri-
vacy, and fairness. AI is much more likely 
to be beneficial, even in urgent situations, 
if those commissioning, designing, and 
deploying it take a systematically ethical 
approach from the start.

Ethics is about considering the potential 
harms and benefits of an action in a 
principled way. For a widely deployed 
technology, this will lay a foundation of 
trustworthiness on which to build. Ethical 
deployment requires consulting widely and 
openly; thinking deeply and broadly about 
potential impacts; and being transparent 

about goals being pursued, trade-offs being 
made, and values guiding these decisions. 
In a pandemic, such processes should be 
accelerated, but not abandoned. Otherwise, 
two main dangers arise: firstly, the benefits 
of the technology could be outweighed by 
harmful side effects, and secondly, public 
trust could be lost.2

The first danger is that the potential 
benefits increase the incentive to deploy 
AI systems rapidly and at scale, but also 
increase the importance of an ethical 
approach. The speed of development 
limits the time available to test and 
assess a new technology, while the scale 
of deployment increases any negative 
consequences. Without forethought, 
this can lead to problems, such as a one-
size-fits-all approach that harms already 
disadvantaged groups.3

Secondly, public trust in AI is crucial. 
For example, contact tracing apps 
rely on widespread adoption for their 
success.4 Both technology companies 
and governments, however, struggle to 
convince the public that they will use AI 
and data responsibly. After controversy 
over, for example, the partnership between 
the AI firm DeepMind and the Royal Free 
London NHS Foundation Trust, privacy 
groups have warned against plans to 
allow increased access to NHS data.5 
Similarly, concerns have been raised in 
China over the Health QR code system’s 
distribution of data and control to private 
companies.6 Overpromising on the 
benefits of technology or relaxing ethical 
requirements, as has sometimes happened 
during this crisis,5 both risk undermining 
long term trust in the reputation of the 
entire sector. Whether potential harms 
become obvious immediately or only 
much later, adopting a consistently ethical 
approach from the outset will put us in 
a much better position to reap the full 
benefits of AI, both now and in the future.

Bringing together AI ethics and health ethics
AI can broadly be defined as digital systems 
that can make complex decisions or recom-
mendations on the basis of data inputs. 
This simple definition highlights three rea-
sons why ethical challenges arise from such 
systems.

Firstly, AI applications, particularly in 
healthcare, often require a lot of personal 
data, and so invoke all the concerns about 
responsible data management, such as 
privacy, consent, security, and ownership.7

Secondly, AI systems are often used to 
automate decision making processes that 
were previously made by humans. This 
automation gives rise to ethical challenges, 
such as who is to be held accountable for 
these decisions, or how stakeholders 
can know which value judgments are 
guiding them.8 For example, is the system 
optimising a commercial value, the 
interests of a government, or the health 
of the individual? These concerns can 
arise even when an AI system is only 
recommending a course of action because 
of automation bias—the propensity for 
people to suspend their own judgement and 
over-rely on automated systems.9

Thirdly, the operations of AI systems 
are often unclear, owing to the complexity 
of the data or the algorithm (especially 
many powerful and popular algorithms 
used in machine learning).10 This lack of 
clarity, as well as compounding problems 
of accountability, can make it hard to 
assess ethically relevant factors, such 
as unintended biases in the system or 
the robustness of results across different 
populations.11

Ethical decision making is, of course, 
already an integral part of healthcare 
practice, where it is often structured 
according to the four pillars of biomedical 
ethics: beneficence, non-maleficence, 
autonomy, and justice.12 When considering 
the use of AI in a public health setting, such 
as a pandemic, it might therefore be useful 
to consider how the distinctive challenges 
posed by AI pertain to these four well 
established principles.8

Beneficence
It might seem obvious that the use of AI in 
managing a pandemic is beneficent: it is 
intended to save lives. A risk exists, however, 
that the vague promise that a new technol-
ogy will “save lives” can be used as a blan-
ket justification for interventions we might 
not otherwise consider appropriate, such as 
widespread deployment of facial recognition 
software.13 Those developing or deploying 

KEY MESSAGES

•   AI based technologies promise bene-
fits for tackling a pandemic like covid-
19, but also raise ethical challenges 
for developers and decision makers

•   If an ethical approach is not taken, 
the risks increase of unintended harm-
ful consequences and a loss of stake-
holder trust

•   Ethical challenges from the use of 
AI systems arise because they often 
require large amounts of personal 
data; automate decisions previously 
made by humans; and can be highly 
complex and opaque

•   The four pillars of biomedical eth-
ics—beneficence, non-maleficence, 
autonomy, and justice—are a helpful 
way of seeing how these challenges 
can arise in public health 

•   Open and transparent communication 
with diverse stakeholder groups dur-
ing development of AI systems is the 
best way of tackling these challenges

 on 20 O
ctober 2021 at E

T
H

 Z
urich. P

rotected by copyright.
http://w

w
w

.bm
j.com

/
B

M
J: first published as 10.1136/bm

j.n364 on 15 M
arch 2021. D

ow
nloaded from

 

http://www.bmj.com/


ARTIFICIAL INTELLIGENCE AND COVID-19

2� doi: 10.1136/bmj.n364 | BMJ 2021;372:n364 | the bmj

such a system must be clear about whom 
their intervention will benefit and how. Only 
by making this explicit can one ensure that 
the intervention is proportionate to its ben-
efit.14 For example, if a data driven contact 
tracing app does not require large amounts 
of location data to be collected and stored 
indefinitely, it would not be proportionate to 
engage in large scale data gathering that we 
would normally find excessive. Even if some 
additional benefit could be had, one needs 
to consider whether this benefit is sufficient 
to justify creating such a database.

Non-maleficence
To avoid unintended harms from the use 
of AI in the management of a pandemic, 
it is important to carefully consider the 
potential consequences of proposed inter-
ventions. Some interventions—for exam-
ple, imposing self-isolation—may cause 
mental health problems for those who are 
already vulnerable (eg, elderly people) or 
carry high economic costs for individuals. 
AI systems seek to optimise a particular 
objective function—that is, a mathematical 
function representing the goals it has been 
designed to achieve. Any potential harms 
not represented by this function will not be 
considered in the system’s predictions. For 
example, some systems designed to inform 
the prioritisation of hospital resources are 
optimised to predict death from covid-19,15 
but not other possible harms for patients 
(eg, “long covid”). If these other harms 
do not correlate with the risk of fatality, 
deciding how to prioritise health resources 
purely based on this system might consid-
erably aggregate harm (depending on the 
incidence and severity of the other harms). 
Additionally, as these systems will be 
widely deployed, they must reliably perform 
as expected across different populations 
and potentially changing conditions. Try-
ing to rapidly develop AI systems while our 
understanding of the virus is still limited, 
and with less time than usual to ensure the 
quality and representativeness of the data 
used, risks creating systems based on sim-
plifying assumptions and datasets that do 
not cover all real world cases. For instance, 
a recent systematic review of 145 prediction 
models for diagnosis of covid-19 (including 
57 using AI for image analysis) found all to 
have a high risk of statistical bias.11 Inac-
curate diagnoses or inappropriate interven-
tions arising from such models could cost 
more lives than they save.

Autonomy
The benefits of new technologies almost 
always depend on how they affect peoples’ 

behaviour and decision making: from the 
precautions an individual chooses to take, 
to treatment decisions by healthcare pro-
fessionals, and politicians’ prioritisation 
of different policy responses. Respecting 
peoples’ autonomy is therefore crucial. Evi-
dence from across cultures and age groups 
shows that people feel the need to be in 
control and endorse the use of technology, 
or its influence on their behaviour is likely 
to be limited.16 A particular challenge for AI 
systems is that they might affect patients, 
healthcare professionals, and other stake-
holders in more subtle and individualised 
ways than, for example, a mask or vaccine, 
where the desired behaviours are obvious. 
Designers can help users to understand and 
trust AI systems so that they feel able to use 
them with autonomy.17 For example, diag-
nostic support systems used by healthcare 
professionals in a pandemic should provide 
sufficient information about the assump-
tions behind, and uncertainty surrounding, 
a recommendation, so that it can be incor-
porated into their professional judgment.

Justice 
Data driven AI systems can differentially 
affect different groups, as is well docu-
mented.18 When data of sufficient quality 
for some groups are lacking, AI systems 
can become biased, often in ways which 
discriminate against already disadvantaged 
groups, such as racial and ethnic minori-
ties.19 For example, smartphone apps are 
increasingly heralded as tools for monitor-
ing and diagnosis, such as the MIT-Harvard 
model for diagnosing covid-19 through 
the sound of coughs.20 But access to smart-
phones is unevenly distributed between 
countries and demographics, with global 
smartphone penetration estimated in 2019 
to be 41.5%.21 This limits both whose data 
are used to develop such apps and who has 
access to the service. If care is not taken to 
detect and counteract any biases, using AI 
for pandemic management could worsen 
health inequalities.22 Again, the speed and 
scale at which systems might be deployed 
in response to the pandemic exacerbate 
these risks, making foresight and vigilance 
all the more crucial.

More broadly, when AI systems are 
proposed for a response to a pandemic, 
difficult trade-offs between values could 
be introduced. For example, leading 
UK public health officials argued for a 
centralised approach to data collection 
in the design of the NHS digital contact 
tracing app, arguing that machine learning 
could be applied to the resultant dataset 
to aid in disease prediction. Legal and 

security experts, however, argued for a 
decentralised approach, citing concerns 
about privacy and data security.23 The 
UK chose to use a decentralised app. 
These are inherently value laden choices, 
about which reasonable people might 
disagree, and particular groups might 
have much greater reasons for concern 
(eg, owing to worry about surveillance or 
historic discrimination). Involving diverse 
communities in decisions, and being open 
about the values and trade-offs, will help to 
reduce these risks.24

Ethics in practice: a participatory approach
Politicians and public health officials are 
charged with final decisions about deploy-
ment of AI, and thus are responsible for 
ensuring these ethical challenges are 
met. But this requires that they draw on 
the expertise of designers, engineers, and 
healthcare experts, as well as the views 
of affected groups. No single checklist is 
available that these decision makers can 
mechanically follow to ensure that AI is 
used ethically and responsibly. Especially 
during a crisis, there will be some trade-off 
between the use of AI for good and the need 
to mitigate its harms. 

Public decision makers should not tackle 
these trade-offs alone but must communicate 
with diverse stakeholder groups to ensure 
decisions about the use of AI are fair. To 
ensure that this can be done rapidly and 
effectively, even during a fast moving crisis, it 
is essential that processes are put in place in 
advance, detailing who should be consulted 
and how to do so if a public health crisis 
arises. Decision makers can then be held 
accountable for following those processes 
and for making transparent the reasoning 
behind their decisions to deploy AI.

Broad stakeholder engagement means 
consulting with both a wide range of 
experts and diverse groups from across 
society, to better understand potential 
trade-offs involved in deploying a system 
and acceptable ways to resolve them. 
Consulting with experts might, for 
example, include talking to the engineers 
building AI systems to develop a fuller 
understanding of their weaknesses, 
limitations, and risks; experts in domains 
such as human centred design or value 
sensitive design to understand how the 
envisaged benefits of a system might 
depend on human behaviours and how 
to support adherence; and ethicists to 
understand where the use of AI systems 
might introduce value judgments into 
decision making processes.18 Consultation 
with diverse public groups can highlight 
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blind spots, identify previously ignored 
harms or benefits to different groups, 
and help decision makers to understand 
how trade-offs are perceived by different 
communities.24

AI has the potential to help us solve 
increasingly important global problems, 
but deploying powerful new technologies 
for the first time in times of crisis always 
comes with risks. The better placed we are 
to deal with ethical challenges in advance, 
the easier it will be to secure public trust 
and quickly roll out technology in support 
of the public good.
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